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RNA regulation: a new genetics?

John S. Mattick

O P I N I O N

Do non-coding RNAs that are derived from
the introns and exons of protein-coding 
and non-protein-coding genes represent 
a fundamental advance in the genetic
operating system of higher organisms?
Recent evidence from comparative
genomics and molecular genetics 
indicates that this might be the case. If so,
there will be profound consequences for 
our understanding of the genetics of 
these organisms, and in particular how 
the trajectories of differentiation and
development and the differences among
individuals and species are genomically
programmed. But how might this
hypothesis be tested?

Perhaps the most fundamental belief in molec-
ular biology is that genes are generally protein-
coding — an extension of the central dogma
and the fundamental ethos of biochemistry.
The central dogma holds that genetic informa-
tion flows from DNA to RNA to proteins.
However, this has usually been interpreted to
mean that genetic information flows from
DNA to proteins via mRNA — that is, that
genes are generally synonymous with proteins,
and that genetic output is entirely or almost
entirely transacted by proteins.

This conclusion is essentially correct for
prokaryotes, in which the early experiments
that defined our understanding of genes and
gene expression were carried out. It has since
been confirmed by the complete sequencing
of many bacterial and archaeal genomes,
which predominantly comprise protein-
coding sequences that are flanked by 5′ and
3′ cis-regulatory elements that operate to
control the expression of these sequences at
the transcriptional or translational level. The
only exceptions are genes that encode infra-
structural RNAs (rRNAs, tRNAs) that are
required for protein synthesis, and a small
number of genes that express non-translated
RNAs with regulatory functions1–3, which
occupy no more than 1% of the genome
sequence. So, in prokaryotes at least, pro-
teins comprise not only the primary func-
tional and structural components of cells, but
are also the main agents by which cellular
dynamics are controlled, in conjunction with
cis-regulatory elements and environmental
signals.

It has long been assumed that the same is
true in multicellular organisms, despite the
fact that the proportion of protein-coding
sequences declines as a function of complex-
ity and is only a small minority of the genomic
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protein regulators that intersect with com-
pound control sequences? The validity of this
assumption is rarely examined, but is bound
up, at least in part, with the question of how
many regulatory inputs can sensibly be inte-
grated, for example, at different promoters
or splicing complexes, to produce different
outcomes4,5. It is also bound up with a con-
sideration of how the regulatory overhead
must scale with the increased complexity of
organized systems (see below).

It is true that complexity is an emergent
property of interactions15. However, although
necessary, this is not sufficient to explain
organized complexity. As elegantly articulated
by Dennett16, combinatorics can generate
vastly expanding universes of possibilities, but
most of these are chaotic and meaningless,
and both evolution and development have to
navigate a course through these possibilities
to find those that are sensible and competi-
tive. Evolution does this by trial and error, with
selected outcomes in the derived genomes that
not only specify the structural and functional
components of cells, but also the higher-order
architectural programmes for growth and
development.

The problem is not how to generate com-
plexity — that is easy — but rather how to con-
trol it to specify ordered trajectories that lead
to highly organized and complex organisms.

programming of complex organisms such as
mammals (FIG. 1). This assumption has led
to several logical extensions and subsidiary
assumptions. In particular, it is assumed that
the increased complexity of eukaryotes is
explained by the combinatorics of regulatory
factors that intersect with more complex
promoters4,5, with the corollary that most
non-protein-coding sequences in eukaryotic
genomes (98.5% in humans) are either cis-
regulatory and structural elements or molecu-
lar hobos and evolutionary debris6–10.

This article challenges these assumptions
and suggests that our understanding of the
amount and structure of genetic information
in higher organisms is vastly incomplete. I
examine what is required to programme com-
plex objects and explain the logic behind
my previously published hypothesis that the
main output of the genomes of complex
organisms is genetically active but non-coding
RNA (ncRNA)11–14. I also review the new evi-
dence that further strengthens this hypothe-
sis and, most importantly, suggest how it
might be tested. I argue that the principal
advance in complex organisms was the devel-
opment of a digital programming system
based on ncRNA signalling, which bypassed
the complexity limits that are imposed by
accelerating regulatory networks that operate
with proteins alone.

If this hypothesis is correct, the current
conceptions of how genetic information is
encoded and transmitted in higher organisms
will need to be re-assessed, and a new frame-
work developed for the analysis of genomic
sequence data. This framework might allow us
to understand the true basis of the evolution
and developmental programming of complex
organisms, and the basis of individual and
species diversity.

Programming complex organisms 
Complex organisms require two interrelated
levels of programming. The first involves
specifying their structural and functional
components (proteins and their derived
products). The second involves specifying
how these components are arrayed and
assembled into higher levels of organization
(cells and organs), together with the control
systems that manage their function, which
include components that act as environmen-
tal sensors and relays. All of this information
must ultimately be encoded in the genome.

Combinatorics and complexity. In humans,
there are trillions of precisely patterned and
positionally distinct cell types (BOX 1). Can this
degree of positional and functional identity,
and detailed four-dimensional architecture,
be specified solely by the combinatorics of
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Figure 1 | The ratio of non-coding to protein-coding DNA rises as a function of developmental complexity. Prokaryotes have less than 25% non-coding
DNA, simple eukaryotes have between 25 and 50% non-coding DNA and more complex fungi, plants and animals have more than 50%, rising to approximately
98.5% non-coding DNA in humans — which also have a genome size that is three orders of magnitude larger than prokaryotes. Note that this analysis corrects for
ploidy, whereas pre-genomic estimations of the amount of DNA in different organisms did not. The different colours represent prokaryotes (bacteria and archaea)
(blue), simple eucharyotes (black), Neurospora crassa (grey), plants (green), non-chordate invertebrates (nematodes, insects) (purple), Ciona intestinalis (urochordate)
(yellow) and vertebrates (red). ncDNA, non-coding DNA; tgDNA, total genomic DNA. Reproduced with permission from REF. 77 © (2003) BioMed Central Ltd. 
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possible, has had a ceiling imposed through-
out evolution by regulatory overhead11,
rather than by environmental, structural or
biochemical factors as has been commonly
assumed. This is consistent with the limita-
tion of life on Earth to microbial systems for
most of its evolutionary history (FIG. 3).

This also indicates that protein-based
regulation has reached its effective limit in
prokaryotes, and that combinatoric controls
cannot overcome this limit — there is no 
a priori reason why prokaryotes could not
easily have evolved more complex promoters
and combinatoric regulatory control if this
was a viable option. Reciprocally, eukaryotes
must have found a solution to this problem
as a precondition of their exploration of
more complex space.

RNA: a digital solution?
Genome sequencing projects have largely been
reported in terms of the number of identifi-
able protein-coding genes. However, until rela-
tively recently, the enormous increase in the
transcription of ncRNA in these organisms —
which accounts for approximately 98% of all
genomic output in humans13 — had gone
unnoticed. This ncRNA comprises introns in
protein-coding genes and other transcripts that
do not seem to encode proteins. So, either the
genomes of complex organisms are replete
with useless transcription, or these ncRNAs
are fulfilling some unexpected functions. If the
latter is true, these functions must be transmit-
ted through RNA, which indicates that RNA
has evolved a new significance in the genetic
programming of higher organisms.

unless the physical nature of the regulatory sys-
tem undergoes a state transition to a more
powerful system, for example, by the use of
digital instead of analogue controls (J.S.M. and
M. J. Gagen, manuscript in preparation).

In agreement with this prediction, the
number of protein regulators in prokaryotes
has been found to increase quadratically
with genome size18 (FIG. 2). Moreover, extrap-
olation indicates that the point at which the
number of new regulators will exceed the
number of new functional modules (oper-
ons) is close to the observed upper limit of
bacterial genome sizes19. That is, the system
seems to have become saturated, with fur-
ther genomic and functional complexity
constrained by the accelerating regulatory
cost. This indicates that the complexity of
prokaryotes, for which only simple devel-
opmental structures and transitions are

This requires an enormous amount of infor-
mation, particularly regulatory information.
Indeed, the best (albeit abstract) definition of
relative complexity is the minimum amount
of information that is required to specify the
ontogeny and operation of the object or sys-
tem17. On this basis, the minimum amount of
DNA sequence information that is required to
specify a vertebrate, at least according to our
present knowledge, is 365 Mb (the genome
size of the pufferfish Fugu rubripes), of which
only approximately 10% encodes protein9.
The rest cannot be easily dismissed as junk, as
it largely comprises DNA sequences of high
complexity (approximately 22% in introns
and the rest intergenic), and is therefore
apparently information rich.

How does regulation scale with complexity?
Both intuitive and mathematical considera-
tions indicate that the amount of regulation
must increase as a nonlinear (probably qua-
dratic) function of the number of genes in the
network18–20. First, unless they are constitutively
expressed, new genes (or splice variants) with
different functions will need to be specifically
regulated, which gives a linear increase in the
number of regulators or combinations thereof.
This is then compounded by the fact that a
proportion of these new regulators will also
require regulation, and that the impact of the
activity of the new genes will have to be inte-
grated into the existing regulatory circuitry of
the organism as a whole, if the system is not
to become disconnected. So, as the system
becomes more complex, an increasing propor-
tion has to be devoted to regulation. This non-
linear relationship between regulation and
function is a feature of all integrally organized
systems. Therefore, all such systems have an
intrinsic complexity limit that is imposed by
their accelerating control architecture (that is, if
the fractional cost of additional regulation
exceeds the benefit of new functions), until or

Box 1 | How many different cells are there in complex organisms?

The nematode worm Caenorhabditis elegans, the cellular ontogeny of which has been
precisely mapped, has 1,179 and 1,090 distinct somatic cells (including those that undergo
programmed cell death) in the male and female, respectively, each with a defined history 
and fate. Therefore, if we take the developmental trajectories and cell position into account,
C. elegans has 103 different cell identities, even if many of these cells are functionally similar.
By this reasoning, although the number of different cell types in mammals is often
considered to lie in the order of hundreds, it is actually in the order of 1012 if their positional
identity and specific ontogeny are considered. Humans have an estimated 1014 cells, mostly
positioned in precise ways and with precise organization, shape and function, in skeletal
architecture, musculature and organ type, many of which (such as the nose) show inherited
idiosyncrasies. Even if the actual number of cells with distinct identities is discounted by a
factor of 100 (on the basis that 99% of the cells are simply clonal expansions of a particular
cell type in a particular location or under particular conditions (for example, fat, muscle or
immune cells)), there are still 1012 positionally different cell types.

lo
gR

logG
2.5 3.0 3.5 4.0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Figure 2 | Double-logarithmic plot of the number of genes that encode regulatory proteins 
(R) against the total number of genes (G) for bacteria (circles) and archaea (triangles). The
log–log distribution is well described by a straight line with slope 1.96 ± 0.15 (95% confidence interval),
corresponding to a quadratic relationship between regulator number and total gene number (note that if 
R = ANx, a log transformation yields logR = xlogN + logA, in which the slope of the resulting line is equal 
to the exponent x). Dashed lines show the best linear fit to the data. Modified from REFS 18,19.
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regulation and coordination of gene expres-
sion in the erythroid lineage, for which there
is, in fact, good circumstantial evidence33. This
is essentially a feed-forward system of endoge-
nous control, a programme that in theory
could set developmental trajectories, guided
by environmental signals to provide contex-
tual cues and to correct stochastic noise in the
endogenous programme.

Finally, these RNAs must be generally con-
veying sequence-specific signals to their tar-
gets, presumably (in the main) to other RNAs
and DNA. These targets must also then be
acted on by a receptive infrastructure — that
is, proteins that can recognize the secondary
or tertiary structure of these signalled com-
plexes and take appropriate action — for
example, by modification of chromatin34,35 or
target degradation by RNAi36. This is, there-
fore, a digital system in which the signals and
the consequent actions are separated.

Such a digital system would allow a quan-
tum shift in regulatory sophistication, effi-
ciency and versatility. A sequence-specific
RNA signal in animals and plants can be just
22 nucleotides, almost 2 orders of magnitude
smaller than that required to encode an aver-
age protein. It would also be an ideal way of
embedding a forward-control system that can
specify the complex suites of gene activity that
underpin the ontogeny of complex organ-
isms, particularly if increases in functional

Introns. The key to understanding the transi-
tion to a predominantly RNA-based regula-
tory system in higher organisms is to first
consider  introns (BOX 2). Introns account
for approximately 95–97% of the average
protein-coding gene in humans6,7,21, which
means that although protein-coding sequences
occupy only about 1.5% of the human genome,
at least one-third of the genome must actually
be transcribed. Furthermore, if the numerous
other genes that express ncRNAs are taken
into account, then at least half of the human
genome is transcribed14.

Although it is widely believed that intronic
RNA is non-functional (simply being deg-
raded and recycled after excision by splicing),
there is another equally, if not more, plausible
possibility — that introns are genetically
active and that intronic RNA feeds genetic
information into the regulatory network of
the cell11,12. Given the long history of the pres-
ence of these sequences in eukaryotic genes, it
would be surprising if evolution had not
explored this possibility.

ncRNAs: a parallel digital regulatory sys-
tem. If the possibility is entertained that
introns are functional (actively transmit-
ting genetic information through RNA
molecules), then an entirely different type
of regulation becomes possible, with an
entirely different set of logical extensions
and interesting predictions.

First, it would mean that the genetic
operating system of complex eukaryotes is
fundamentally different and much more
sophisticated than that of simple prokaryotes.
Eukaryotic genes would express two types of
information in parallel — proteins and (to
borrow a term from neurobiology) EFFERENCE

RNA SIGNALS that can communicate with other
genes or gene products independently of the
biochemical function of the encoded protein
in the host transcript11–13. This leads to the
deeper prediction that the emergence of a true
parallel processing system was, in all likeli-
hood, fundamental to the evolution and
development of complex organisms11,12.

Second, it would be predicted that these
ncRNA sequences have been under selective
encouragement to expand in complex organ-
isms, with the further prediction that some,
perhaps many, genes have evolved to only
produce RNA signals as higher-order regula-
tors in this network11,12. Both predictions are
consistent with the known data. Complex
eukaryotes have much more extensive introns
than simpler ones. There are also increasing
numbers of ncRNA transcripts being identi-
fied, which might account for half or more of
all transcripts in mammals14. Furthermore,

some genes, notably those that encode small
nucleolar RNAs (although there are probably
many others), are known to transmit informa-
tion from introns, as their exons do not contain
any open reading frames and seem to be degen-
erate22–24.Other genes express ncRNAs that are
assembled from multiple exons, and in at
least some cases are alternatively spliced25–29.

Third, it would also be predicted that
many of these RNAs will be processed, after
transcription and splicing, into numerous
smaller signals that can address different tar-
gets in the network, to influence chromatin
architecture, transcription, alternative splic-
ing, translational efficiency and RNA stability,
and so on, at other loci14. The discovery of
microRNAs, which are derived from both the
introns and exons of longer precursors30–32,
and the involvement of RNA interference
(RNAi) in chromosome dynamics and devel-
opmental pathways (see below), is entirely
consistent with this prediction.

Fourth, as most of these RNA mole-
cules themselves are unlikely to be catalytic
(although some edit other RNAs)23,24, these
signals must be largely regulatory, sending
epigenetic signals downstream into the sys-
tem. For example, if the intronic RNAs that
are derived from transcription of the β-globin
gene are functional, it seems unlikely that
they would be involved in oxygen transport,
but rather in aspects of the developmental
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Figure 3 | A simplified biological history of the Earth. This graph is intended to present an overview.
Some dates are still being debated and the abscissa (‘complexity’) has an arbitrary scale. Life appeared
on Earth approximately 4,200 million years ago (mya), either arising as, or quickly streaming into, three
main kingdoms — the eukarya, the bacteria and the archaea. Life remained unicellular, or at best colonial,
for at least 3,000 million years. The common ancestor of the animals, plants and fungi is thought to have
arisen approximately 1,200 mya, around the time at which the mitochondria entered the lineage through a
rickettsial-like endosymbiont, an event that is postulated to have also brought with it type II self-splicing
introns75. Whether or not these events were coincidental, the incidence of introns (and other non-coding
sequences) correlates with the complexity of the organism after that point. In the Cambrian period (~520
mya), complex animal life exploded in an event known as the metazoan radiation, in which recognizable
ancestors of all modern phyla appeared only in a single strata of rock78. What restrained the appearance
of organized multicellular organisms for so long? Was it environmental or biochemical factors (such as
oxygen tension and oxidative energy metabolism), or a primitive genetic operating system?
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frame47. Although the problems of incom-
plete reverse transcription and genomic cont-
amination cannot be entirely discounted,
many of these transcripts are distant from
protein-coding sequences and most seem to
be developmentally regulated45. Some of these
transcripts are antisense to known or pre-
dicted genes, and it has been estimated that as
many as 20% of all human genes have associ-
ated antisense transcripts48. Examination of
EST collections indicates that the real figure
might be much higher49. Antisense regulation
has been shown to cause human genetic dis-
ease50 and is clearly important at IMPRINTED

LOCI51, but it could be a more general mecha-
nism for inter-allelic communication and
dosage compensation at non-imprinted loci
that involves local RNA regulatory loops52. This
suggestion is consistent with the lower number
of antisense transcripts on the mammalian 
X chromosome53.

Related to this is the recent discovery of
sense regulation by ncRNA. It has recently
been reported that a non-coding pseudogene
transcript regulates the expression of its
homologous protein-coding gene54. There are
around 20,000 pseudogenes in the human
genome, which had been presumed to be non-
functional10. This might have been a prema-
ture assumption, and it is now a moot point as
to what fraction of these pseudogenes might
be genetically active as RNA.

RNAi, disease and development. The phe-
nomenon of RNAi, which is unique to eukary-
otes, has now been shown to be central to
plant and animal development55,56, as well 
as to meiosis, mitosis and other aspects of
chromosome dynamics57–59.

MicroRNAs are believed to be involved in
human disease60,61, and at least some are
derived from introns32,62,63. Many disease asso-
ciation studies are now finding no correlated
mutations in exons, which indicates that the
causative mutations are in the adjacent cis- or
trans-acting regulatory sequences. Perhaps the
best recent example of this is the elegant dissec-
tion of the callipyge (‘beautiful buttocks’) locus
in sheep — an imprinted region with several
protein-coding and ncRNA genes — in which
a single nucleotide change in an intergenic
region (the transcriptional status of which is
unknown) is responsible for a changed mus-
culature of the buttock64. A similar story has
emerged with the genetic variation in the
muscle mass of the domestic versus wild pig,
which involves a single nucleotide change in
the intron of the IGF2 gene65.

Molecular genetic analyses of the bithorax
locus in Drosophila melanogaster — which,
like all other well-studied loci including the

blocks, the size and distribution of which is not
consistent with neutral drift from a common
ancestral sequence; there are some sequence
blocks of several hundred nucleotides in
which there is hardly a single nucleotide
change between different vertebrate species
(M. Pheasant, I. Makunin and J.S.M., manu-
script in preparation). The selective pressures
on these particular sequences are unknown,
but one explanation is that they are part of
networks with multiple interacting partners,
making the odds of obtaining compensatory
changes in all components effectively zero. In
other cases, the level of sequence divergence is
higher than would be expected, which indi-
cates that there is a positive selection for
changes to these sequences (related to pheno-
typic divergence) or that the underlying rate
of neutral substitution is much higher than
previously thought, which would make the
blocks of conservation in non-protein-coding
sequences even more impressive.

Non-coding transcripts. An increasing num-
ber of ncRNA genes are being identified, sev-
eral of which have links to human diseases
such as B-cell lymphoma, lung cancer,
prostate cancer, cartilage-hair hypoplasia,
spinocerebellar ataxia type 8, DiGeorge syn-
drome, autism and schizophrenia, among
others14,25,26,29,42–44. Reliable estimates indicate
that at least 7% of all transcripts do not
encode protein45. This is likely to be just the
tip of an iceberg, the full dimensions of which
might take time to assess, particularly given
the difficulties of establishing the functional
relevance of non-coding transcripts29,46.

Full-length cDNA analysis of the mouse
has identified thousands of transcripts that do
not contain any significant open reading

and architectural complexity require expo-
nential increases in endogenous regulatory
information. Indeed, as pointed out by Csete
and Doyle37, explosions in complexity in vir-
tually all systems occur as a result of advanced
controls and embedded networking, most of
which is invisible to the observer.

Emerging evidence 
There is now considerable evidence that
RNA-mediated regulation is widespread in
higher organisms, much of which has been
summarized in previous articles12–14. However,
recently there have been several surprising new
observations that further strengthen the case.

Comparative genomics. Comparative analysis
of the increasing number of sequenced ani-
mal genomes has uncovered patterns of con-
servation in intronic and intergenic sequences
that collectively account for a much higher
proportion of the observed conservation
between genomes than protein-coding
sequences8,38–40. For example, analysis of the
CFTR and SIM2 loci in several vertebrate
species has identified many conserved seg-
ments40,41. Most of these segments are in
introns and intergenic regions, and many can-
not be detected by pair-wise sequence com-
parisons alone40,41, which indicates that they
are evolving under selective constraints (both
positive and negative) in lineage-specific ways.
Comparison of the dog, mouse and human
genomes (which are relatively distant in terms
of mammalian evolution) shows that there
is significant conservation outside protein-
coding sequences (estimated to be between
three and ten times the amount of conserva-
tion that is observed within protein-coding
sequences)8,39. This conservation occurs in

Box 2 | The history of nuclear introns

Undoubtedly, the greatest surprise in the history of molecular biology was the discovery in the
late 1970s that many genes in eukaryotes, especially in the higher eukaryotes, were fragmented
into mosaics of protein-coding mRNA sequences (exons) that were interspersed with non-
protein-coding sequences (intervening sequences or introns), which were excised before
translation by splicing. These introns, because they did not encode protein, were generally
assumed to be genetically inert (apart from possibly containing cis-regulatory signals). Introns
were consequently rationalized as the stigmata of the prebiotic assembly of genes from cassettes
of protein-coding information, albeit with  a role in enabling protein-domain shuffling, a view
that is essentially presented as fact in most molecular biology textbooks. Subsequent work has
established that, in all likelihood, modern nuclear introns descended from self-splicing group II
introns and expanded in eukaryotic genes relatively late in evolution. This expansion was aided by
the separation of transcription from translation, which, conversely, is a strong counter-selective
force in prokaryotes11,75,76. Whatever the precise origins of introns, the subsequent evolution of
the SPLICEOSOME in the eukaryotes led to relaxation of their internal sequence constraints and an
increase in the efficiency of their excision from primary transcripts11. This in turn provided the
opportunity for these sequences to both expand and to drift and to explore new evolutionary and
functional space, based on RNA rather than on proteins, although this is not to suggest that all
introns will have acquired such capacity in any given lineage.
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consequences of different types of RNA signal
by the development of specific algorithms to
identify particular subsets that obey different
sets of rules for the combination of sequence
specificity and the type of secondary structure
that is created by the interaction, bearing in
mind that parts of the network will be silent in
any given cell or lineage because an RNA trans-
mitter or target is not expressed, or because a
DNA target has been made inaccessible by
chromatin modification.

Conclusions
If RNA-mediated regulation is real, then why
has this system gone unrecognized for so long?
First, we were unprepared for the possibility of
an extensive RNA control network, despite
early predictions that RNA might have impor-
tant regulatory roles72,73, because of the general
assumption that regulatory information is
transacted primarily by proteins.

globin locus33,64,66, contains a predominance of
developmentally regulated ncRNA genes —
have shown that the segment-specific tran-
scription of ‘intergenic’ regulatory regions is
required to establish an epigenetically inheri-
table activation of the expression of adjacent
homeotic protein-coding genes66,67. This again
indicates that local RNA-mediated regulatory
loops are important in setting the subsequent
epigenetic and transcriptional profiles of
cells during development in complex organ-
isms, and might finally provide an explana-
tion for complex genetic phenomena such as
TRANSVECTION12 and TRANSINDUCTION33.

Testing the new genetics
Analysis of the functions of ncRNA genes. The
dissection of RNA-mediated genetic signalling
will not be easy. The allocation of function to
the increasing number of ncRNA genes that are
discovered will be arduous46. It will involve
examining sequence homologies,developmen-
tal expression patterns, subcellular localization,
and both knockout and ectopic expression
studies in transgenic animals, and will at least
establish the general importance of these pre-
viously overlooked genetic outputs. Such
experiments are underway, initially targeting a
selection of the most highly conserved non-
coding sequences in vertebrates and insects, at
least some of which are expressed as stable
RNAs (I. Makunin, E. Glazov, M. Pheasant and
J.S.M., unpublished observations).

Molecular genetic analysis of intron-encoded
signals. The key proof-of-principle experi-
ments will be to show that intronic RNAs are
genetically active, as this will validate the con-
cept of a parallel output of both protein- and
efference RNA regulatory signals from euk-
aryotic genes. These experiments are under-
way in several model organisms. In yeast,
despite the limited number of introns,
bioinformatic analysis has already — surpris-
ingly — uncovered patterns of networks of
sequence conservation between introns and
other sequences within the genome, which
cluster with high statistical significance within
congruent GENE ONTOLOGY groups (S. Stanley
and J.S.M., manuscript in preparation).
Several of these introns are being targeted for
site-specific deletion, using perturbation of
microarray transcriptional profiles as a conve-
nient phenotypic end point, followed by com-
plementation studies to distinguish between
conventional cis-regulatory elements and the
possibility of trans-acting RNA sequences.

Bioinformatic analysis of RNA-mediated reg-
ulatory networks. The main advantage of
RNA as a regulatory molecule is its compact

size and sequence specificity. As noted already,
the likelihood is that most RNA signals will
be transmitted through primary sequence-
specific interactions with other RNAs and
with DNA, forming complexes that are recog-
nized by proteins that contain particular types
of domain. This provides an opportunity to
identify both the potential transmitters and
receivers (targets) in such networks, as well as
the types of interacting protein (see below).
Importantly, most of these interactions
would be expected to involve RNA–RNA and
RNA–DNA interactions (potentially including
triplexes and other higher-order structures)
that do not obey canonical base-pairing
rules68–70. So, new algorithms will need to be
developed that allow the search for these differ-
ent types of interaction in genomic sequences.
Moreover, conventional homology search
algorithms (such as BLAST) are poor at find-
ing short sequence homologies, especially if
these involve mismatches (see below). More
complete search algorithms, such as those
based on SUFFIX ARRAYS and SUFFIX TREES71, will be
needed to analyse this properly.

Identification of RNA signalling complexes
recognized by different classes of protein.
Given that many types of RNA signal would
be predicted to function at many levels (chro-
matin modification, transcriptional control,
regulation of alternative splicing, and so on),
how might such digital signals result in spe-
cific functional consequences? The ability
of RNA to form strong interactions with
other RNAs provides a clue — RNA–RNA
and (to a lesser extent) RNA–DNA base pair-
ing is stronger than DNA–DNA base pairing,
and can allow for stable mismatches and the
formation of particular secondary structures,
such as bulges, stems and loops, which, rather
than being seen as mismatch errors (as in
DNA repair), might in fact contain embedded
structural motifs that can be recognized by
particular proteins. For example, perfect ver-
sus imperfect matching of microRNAs to their
targets determines whether the mRNA target
is actively degraded by the RNAi pathway or is
translationally repressed36.

So, the prediction can be made that if there
are different types of RNA signal the different
structures of the resulting complexes will be
recognized and acted on by particular classes
of nucleic-acid-binding protein, many of
which have at present unknown or poorly
understood target specificity. If this is generally
correct, understanding these secondary struc-
tural and mismatch rules will in turn enrich
the bioinformatic approaches to dissecting
these networks at the genomic level. It will
also allow better prediction of the regulatory
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Glossary

EFFERENCE RNA SIGNALS

Regulatory RNA signals that are produced in parallel
with the primary gene product that allow forward
control and coordination of networks of gene activity.

GENE ONTOLOGY

A hierarchical organization of concepts (ontology) with
three organizing principles: molecular function, the tasks
done by individual gene products; biological process that
are accomplished by ordered assemblies of molecular
functions; and cellular components, subcellular
structures, locations and macromolecular complexes.

IMPRINTED LOCI

Loci at which the expression of an allele is different
depending on whether it is inherited from the mother
or the father.

SPLICEOSOME

A ribonucleoprotein complex that is involved in
splicing nuclear pre-mRNA. It consists of 5 small
nuclear ribonucleoproteins (snRNPs) and more than
50 non-snRNPs, which recognize and assemble on
exon–intron boundaries to catalyse the excision of
introns from the pre-mRNA.

SUFFIX ARRAYS

An array of all terminal substrings of a sequence string
in lexicographical order, which allows a binary search.

SUFFIX TREES

A compact representation of a tree that corresponds to the
suffixes of a given string in which all nodes with one child
are merged with their parents in a branching structure.

TRANSINDUCTION

The induction of intergenic transcription of the 
β-globin cluster in non-erythroid cells by the
expression of transiently transfected β-globin genes,
which is not dependent on protein expression.

TRANSVECTION

Apparent cross-talk between alleles, in which
complementation is observed between promoter
mutations in one allele and structural mutations in the
other, although in many cases the promoter region
itself might produce a separate transcript.
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gel. If not for the genetic discovery of lin-4 and
let-7 in C. elegans, and their link with the RNAi
pathway 74, itself an accidental discovery, it is
doubtful whether we would be aware that
microRNAs were present in eukaryotic cells.

Third, this regulatory system is genetically
subtle, with different phenotypic signatures 
to those of protein-coding genes. Damage to
proteins by mutation is usually obvious, and
so tends to dominate the visible landscape of
genetic screens. This is particularly true for
those mutations that mainly involve single
base changes, which in protein-coding
sequences can be catastrophic, but in regula-
tory sequences might have much more subtle
consequences. Known mutations in human
promoters that give recognized phenotypes
are rare, but that does not mean that promot-
ers are non-functional, simply that they have
different constraints and a degree of greater
plasticity. So it will be for any regulatory
sequence, particularly if they are participating
in networks that might be intrinsically robust.
It is important to remember that these net-
works are involved in programming the
architecture, rather than the functional com-
ponents, of complex systems. Embedded in
these networks is the genetic specification of
the body plan, and therefore both the princi-
pal source of species differences (given a rela-
tively common component set or proteome)
and the individual differences that underpin
quantitative trait variation and susceptibility
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The RNA regulatory system might have
been the essential prerequisite to both the evo-
lution of developmentally sophisticated multi-
cellular organisms and the rapid expansion of
phenotypic complexity into uncontested envi-
ronments11,12. This also indicates that the prin-
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